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#### Abstract

This paper considers the use of numerically constructed invariant manifolds to determine the response of nonlinear vibratory systems that are subjected to harmonic excitation. The approach is an extension of the nonlinear normal mode (NNM) formulation previously developed by the authors for free oscillations, wherein an auxiliary system that models the excitation is used to augment the equations of motion. In this manner, the excitation is simply treated as an additional system state, yielding a system with an extra degree-of-freedom (dof), whose response is known. A reduced-order model for the forced system is then determined by the usual NNM procedure, and an efficient Galerkin-based solution method is used to numerically construct the attendant invariant manifolds. The technique is illustrated by determining the frequency response for a simple 2-dof mass-spring system with cubic nonlinearities, and for a discretized beam model with 12 dof. The results show that this method provides very accurate responses over a range of frequencies near resonances.
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## 1. Introduction

Many techniques exist for determining the response of nonlinear systems that are subjected to periodic excitation. In addition to brute-force simulations, there are a variety of approximate analytical methods, such as the method of multiple scales, harmonic balance, and averaging. When the system is responding in a periodic manner, it is behaving like a low order system, and the question arises as to whether or not a reduced order model can be found that captures the system response. In fact, the analytical techniques just mentioned do precisely this, by imposing various types of approximations.

For free vibration problems one uses system modes to construct reduced order models, and these techniques have been well developed for both linear and nonlinear systems [1,2]. One such technique, introduced by Shaw and Pierre [3-5], defines the normal mode of a nonlinear oscillatory system in terms of invariant manifolds in the phase space that are tangent to the linear (eigen-)modes at the equilibrium point. In such a formulation, a master mode is selected (the mode of interest), and the normal mode is constructed by a formulation in which the remaining linear modes of the system, i.e., the slave modes, depend on the master mode in a manner consistent with the system dynamics. This dependence defines the invariant manifold for the nonlinear normal mode (NNM). The construction of the NNM invariant manifold is equivalent to the determination of the constraint relationships for all of the slave coordinates. Once these constraint relationships are obtained, the system dynamics can be restricted to the invariant manifold, resulting in a minimal-sized model that depends only on the master coordinates. By studying the dynamics of the reduced-order model, it is possible to recover the associated modal dynamics of the original nonlinear system. This model reduction approach is similar to the center manifold technique that allows one to study bifurcation problems using reduced-order models of nonlinear systems [6].

Based on the invariant manifold approach, Boivin et al. [7] were able to construct NNMs for weakly nonlinear systems using polynomial expansion functions to approximate the constraint relationships for the slave coordinates. The polynomial expansion has also been used by Nayfeh et al. [8] to construct invariant manifolds for systems with cubic nonlinearities. They found that a complex variable expression for the master coordinates is very convenient for the construction procedure. King and Vakakis [9] used an energy-based approach to compute NNMs for a class of 1D, conservative, continuous systems. They showed that under some circumstances, NNMs cannot be constructed using physical coordinates and that a transformation to linear modal coordinates is necessary in order to define NNMs. Vakakis and co-workers have carried out extensive investigations of NNMs, including the consideration of stability and bifurcations of NNMs [1]. Pesheck et al. [10] used numerical solutions of the invariant manifold equations to extend the invariant manifold approach to more general systems, including those that are strongly nonlinear. In this approach, the master coordinates were expressed in polar coordinate form, and a Galerkin-based solution technique was introduced to solve the invariant manifold equations. This methodology has been applied to a multi-dof rotating beam system [11] over a strongly nonlinear amplitude range in which significant coupling occurs between the linear modes, due to nonlinear effects. The invariant manifold-based approach has also proved effective for systems with non-smooth characteristics [12], and for gyroscopic and generally damped systems [13].

In order to apply the invariant manifold-based model reduction method to nonlinear systems with harmonic excitation, Shaw et al. [14] introduced a new variable to represent the time-varying term, which is governed by a second-order differential equation. With this new variable, the invariant manifold-based approach can be extended to systems subjected to periodic excitation. Similarly, Agnes and Inman [15] treated forcing as an additional dof and applied the multiple scales method to solve for the NNMs of a 2 dof example system. Since the multiple scales method is based on perturbation ideas, their results are valid in the weakly nonlinear amplitude range. In the present study, model reduction of nonlinear systems under harmonic excitation is carried out by the inclusion of one additional dynamic state variable, the phase of the harmonic excitation, as a master coordinate in the invariant manifold. The constraint relationships for the slave coordinates are then defined in the augmented space, and they depend on the usual modal master coordinates, as well as on the phase of the excitation. The resulting "forced" invariant manifold thus features one additional dimension compared to the free vibration manifold, and it can be solved numerically over large amplitude regions using a Galerkin-based numerical solution procedure [10]. This manifold can be viewed as a 2D surface that varies periodically in time with a period equal to that of the excitation. By this means, it is possible to obtain accurate reducedorder models for strongly nonlinear systems subjected to periodic excitation.

The paper is organized as follows. In Section 2, the class of nonlinear systems to be considered is defined, the invariant manifold formulation is reviewed, and the partial differential equations governing the invariant manifold are derived. In Section 3, the Galerkin-based solution methodology is introduced and applied to the forced response of a simple 2 -dof system. The methodology is then applied to a more complicated system, a 12-dof beam model, in Section 4, to further demonstrate the power and utility of the technique. Finally, some conclusions are drawn in Section 5.

## 2. The invariant manifold approach

We consider an N -dof nonlinear vibratory system wherein the nonlinearities depend only on displacements. In this case, a transformation of the equations of motion to linear modal coordinates yields the following standard form:

$$
\begin{equation*}
\ddot{\eta}_{i}+2 \xi_{i} \omega_{i} \dot{\eta}_{i}+\omega_{i}^{2} \eta_{i}=A_{i}\left(\eta_{j}\right)+f_{i} \cos \phi_{f}, \quad i, j=1, \ldots, n, \tag{1}
\end{equation*}
$$

where $\eta_{i}$ is the $i$ th linear modal coordinate and $\omega_{i}$ is the corresponding natural frequency of free vibrations of the associated linearized system. Damping is assumed to be small, and thus linear proportional damping can be employed, represented here by the linear modal damping ratios, $\xi_{i}$. The nonlinear forces in system (1) are included in the terms $A_{i}\left(\eta_{j}\right)$, which couple the linear modes to one another. In order to simplify the construction for the invariant manifold, the nonlinear forces, $A_{i}$, have been assumed to be independent of the linear modal velocities, $\dot{\eta}_{j}$. (This can be relaxed, but the resulting solution procedure is more cumbersome.) The external harmonic excitation has been projected onto the $i$ th linear modal coordinate, and is thus represented by the term $f_{i} \cos \phi_{f}$, where $f_{i}$ is the linear modal force amplitude, and the phase, $\phi_{f}$, has the form: $\phi_{f}=\omega_{f} t+\phi_{f 0}$, where $\omega_{f}$ is the excitation frequency, and $\phi_{f 0}$ is an initial phase angle. Note that in some applications (e.g., parametric excitation), $f_{i}$ may depend on the modal coordinates, and
this could be easily incorporated in the present formulation. Also, gyroscopic effects are not included in formulation (1); again, this could be relaxed, but would complicate the solution procedure. Finally, it is assumed that the linear modal frequencies, $\omega_{i}$, are not commensurable; this is a necessary restriction for the present formulation, since otherwise the nonlinear system response cannot be reduced to a single mode.

In order to obtain the reduced-order model for system (1), an extension of the invariant manifold approach $[10,11]$ is used. Consider the following $(2 N+1)$-state augmented system:

$$
\begin{align*}
& y_{i}=\dot{\eta}_{i} \\
& \dot{y}_{i}+2 \xi_{i} \omega_{i} y_{i}+\omega_{i}^{2} \eta_{i}=A_{i}\left(\eta_{j}\right)+f_{i} \cos \phi_{f}, \quad i, j=1, \ldots, n, \\
& \dot{\phi}_{f}=\omega_{f} \tag{2}
\end{align*}
$$

where the state variables $y_{i}$ are introduced as the modal velocities, and the phase variable $\phi_{f}$ is considered as an additional state, corresponding to an oscillatory dof with constant amplitude. By this means, the phase variable, $\phi_{f}$, which represents the dynamics of the excitation, can be included in the expressions for the invariant manifold. As a result, the reduced-order model based on the invariant manifold can capture the dynamic behavior of system (1) with periodic excitation. This approach is analogous to bifurcation analyses using center manifolds, wherein the bifurcation parameter is taken as the augmented variable, using the so-called "suspension trick" [6].

The next step is to divide the $N$ pairs of state variables in system (2), $\left(\eta_{i}, y_{i}\right), i \in[1, n]$, into two separate groups, denoted as the master coordinates and the slave coordinates. The master coordinates, $\left(\eta_{k}, y_{k}\right), k \in S_{M}$, are the modal coordinates (in state variable form) that are to be kept in the final reduced-order model, where $S_{M}$ is the set of indices that includes the master modes. The slave coordinates, $\left(\eta_{i}, y_{i}\right), i \notin S_{M}$, are all the remaining modal dof, which are taken to depend on the master coordinates in a manner that satisfies the equations of motion. In this paper, we focus on the case where a single pair of state variables, whose modal frequency $\omega_{k}$ is close to the excitation frequency $\omega_{f}$, are retained as the master coordinates. These master coordinates are supplemented by the forcing phase, $\phi_{f}$, which also plays the role of a master coordinate. Thus, our investigation is limited to the primary resonance of a nonlinear system under harmonic excitation. Investigating super- or sub-harmonic resonances, or systems with internal resonances, would require the selection of multiple pairs of state variables as the master coordinates [8,16], resulting in invariant manifolds of higher dimensionality.

Before deriving the partial differential equations (PDE) governing the invariant manifold, the master coordinates, $\left(\eta_{k}, y_{k}\right)$, are transformed to polar coordinates,

$$
\begin{equation*}
\eta_{k}=a \cos \phi, \quad y_{k}=-a \omega_{k} \sin \phi \tag{3}
\end{equation*}
$$

where $a$ and $\phi$ are the amplitude and phase of the master coordinates, respectively, and $\omega_{k}$ is the $k$ th linear modal frequency. Substituting Eq. (3) into the differential equations governing $\left(\eta_{k}, \dot{\eta}_{k}\right)$ in system (2), yields

$$
\begin{align*}
& \dot{a}=-2 \xi_{k} a \omega_{k} \sin ^{2} \phi-\left(A_{k}+f_{k} \cos \phi_{f}\right) \sin \phi / \omega_{k}, \\
& \dot{\phi}=\omega_{k}-\xi_{k} \omega_{k} \sin 2 \phi-\left(A_{k}+f_{k} \cos \phi_{f}\right) \cos \phi /\left(a \omega_{k}\right), \\
& \dot{\phi}_{f}=\omega_{f} . \tag{4}
\end{align*}
$$

In Eq. (4), the nonlinear force term, $A_{k}$, depends on all the linear modal coordinates, $\eta_{j}, j \in[1, n]$, in system (2). In order to obtain the reduced-order model that governs the dynamics of the master coordinates, $a$, $\phi$, and $\phi_{f}$, in the form of Eq. (4), the slave coordinates are assumed to depend on the master coordinates in the form

$$
\begin{equation*}
\eta_{i}=P_{i}\left(a, \phi, \phi_{f}\right), \quad \dot{\eta}_{i}=Q_{i}\left(a, \phi, \phi_{f}\right), \text { for } i=1, \ldots, n, i \neq k \tag{5}
\end{equation*}
$$

where the $(n-1)$ pairs of $P_{i}$ 's and $Q_{i}$ 's are the constraint relationships that represent the invariant manifold. The solution procedure for the $P_{i}$ 's and $Q_{i}$ 's follows the usual invariant manifold formulation.

Substituting expression (5) into system (2), yields

$$
\begin{align*}
& \frac{\partial P_{i}}{\partial a} \dot{a}+\frac{\partial P_{i}}{\partial \phi} \dot{\phi}+\frac{\partial P_{i}}{\partial \phi_{f}} \dot{\phi}_{f}=Q_{i} \\
& \frac{\partial Q_{i}}{\partial a} \dot{a}+\frac{\partial Q_{i}}{\partial \phi} \dot{\phi}+\frac{\partial Q_{i}}{\partial \phi_{f}} \dot{\phi}_{f}+2 \xi_{i} \omega_{i} Q_{i}+\omega_{i}^{2} P_{i}=A_{i}+f_{i} \cos \phi_{f}, \\
& \quad \text { for } i=1, \ldots, n, \quad i \neq k . \tag{6}
\end{align*}
$$

Then, combining Eqs. (4) and (6), the PDEs governing the invariant manifold are obtained. These are given by

$$
\begin{align*}
& Q_{i}= \frac{\partial P_{i}}{\partial a}\left[-2 \xi_{k} a \omega_{k} \sin ^{2} \phi-\left(A_{k}+f_{k} \cos \phi_{f}\right) \sin \phi / \omega_{k}\right] \\
&+\frac{\partial P_{i}}{\partial \phi}\left[\omega_{k}-\xi_{k} \omega_{k} \sin 2 \phi-\left(A_{k}+f_{k} \cos \phi_{f}\right) \cos \phi /\left(a \omega_{k}\right)\right]+\frac{\partial P_{i}}{\partial \phi_{f}} \omega_{f}, \\
&-2 \xi_{i} \omega_{i} Q_{i}-\omega_{i}^{2} P_{i}+A_{i}+f_{i} \cos \phi_{f} \\
&= \frac{\partial Q_{i}}{\partial a}\left[-2 \xi_{k} a \omega_{k} \sin ^{2} \phi-\left(A_{k}+f_{k} \cos \phi_{f}\right) \sin \phi / \omega_{k}\right] \\
&+\frac{\partial Q_{i}}{\partial \phi}\left[\omega_{k}-\xi_{k} \omega_{k} \sin 2 \phi-\left(A_{k}+f_{k} \cos \phi_{f}\right) \cos \phi /\left(a \omega_{k}\right)\right]+\frac{\partial Q_{i}}{\partial \phi_{f}} \omega_{f}, \\
& \quad \text { for } i=1, \ldots, n, i \neq k . \tag{7}
\end{align*}
$$

Once Eq. (7) has been solved, the constraint relationships for the slave coordinates, the $P_{i}$ 's and $Q_{i}$ 's, are known and can be substituted into Eqs. (4). The result is the desired reduced-order model, which has dynamic variables $a, \phi$, and $\phi_{f}$. The forced dynamics of the full system near the primary resonance are captured by this model, which is a single-dof system with periodic excitation. It is interesting to note that parametric excitation terms are introduced during this process, in that the nonlinear force, $A_{k}$, now depends on the phase of the excitation, $\phi_{f}$. Obviously, the governing equations for the invariant manifold, Eqs. (7), are inherently nonlinear, and are not analytically tractable.

Compared with the invariant manifold approach in the free vibration case [10], the additional phase variable, $\phi_{f}$, is included in the present model to account for the harmonic excitation. Consequently, the invariant manifold, defined by Eq. (5), is 3D, or, equivalently, it can be viewed as a 2D surface that is moving in a time-periodic manner. The numerical construction procedure for the invariant manifold is therefore more complicated than that for the free oscillation case,
where the manifold is 2 D . However, some useful properties can be utilized to alleviate the computational effort required in the solution process. First, in expression (5), the constraint relationships for the modal velocities, the $Q_{i}$ 's, are the time derivative of the corresponding position constraints, the $P_{i}$ 's. Hence, it is possible to eliminate the $Q_{i}$ 's from the unknowns during the numerical solution procedure, and deduce them from the solution of the $P_{i}$ 's. Another useful property is attributed to the polar form of the master coordinates, defined in Eq. (3). By this means, the 3D space on which the invariant manifold is defined can be divided into a 1 D amplitude region, $a$, and a 2D phase region, $\left(\phi, \phi_{f}\right)$. For the 2D phase region, a 2D Fourier series is the natural choice for the expansion functions in the Galerkin-based solution procedure. Therefore, fast Fourier transforms can be applied to efficiently carry out the conversion between the values at the discretized points and the corresponding Fourier coefficients. These simplifications are employed to construct the invariant manifolds for the two example systems.

## 3. A two-dof mass-spring system

The first example presented is quite simple; it is used simply to demonstrate the steps in the process. The two-dof mass-spring system under consideration is shown in Fig. 1. The equations of motion for the system are

$$
\begin{align*}
& m_{1} \ddot{x}_{1}+k_{1} x_{1}+\beta_{1} x_{1}^{3}+k_{2}\left(x_{1}-x_{2}\right)=f \cos \omega_{f} t \\
& m_{2} \ddot{x}_{2}+k_{2} x_{2}-k_{2} x_{1}+k_{3} x_{2}+\beta_{2} x_{2}^{3}=0 \tag{8}
\end{align*}
$$

where $m_{1}=1.0 \mathrm{~kg}, m_{2}=1.5 \mathrm{~kg}, k_{1}=2.0 \mathrm{~N} / \mathrm{m}, k_{2}=3.5 \mathrm{~N} / \mathrm{m}, k_{3}=5.0 \mathrm{~N} / \mathrm{m}, \beta_{1}=\beta_{2}=1.0 \mathrm{~N} / \mathrm{m}^{3}$, and $f=1.0 \mathrm{~N}$. The excitation frequency $\omega_{f}$ varies within a certain range near primary resonance, and the invariant manifold is solved for at each frequency over that range.

The physical displacement coordinates, $\left\{x_{1}, x_{2}\right\}^{\mathrm{T}}$, are first transformed to modal coordinates, $\left\{\eta_{1}, \eta_{2}\right\}^{\mathrm{T}}$ :

$$
\left\{\begin{array}{l}
x_{1}  \tag{9}\\
x_{2}
\end{array}\right\}=\left[\begin{array}{rr}
0.7173 & 0.6967 \\
0.5689 & -0.5857
\end{array}\right]\left\{\begin{array}{l}
\eta_{1} \\
\eta_{2}
\end{array}\right\} .
$$



Fig. 1. A 2-dof mass-spring system.

As a result, system (8) is transformed to the standard form

$$
\begin{align*}
& \ddot{\eta}_{1}+2 \xi_{1} \omega_{1} \dot{\eta}_{1}+\omega_{1}^{2} \eta_{1}=A_{1}+f_{1} \cos \omega_{f} t, \\
& \ddot{\eta}_{2}+2 \xi_{2} \omega_{2} \dot{\eta}_{2}+\omega_{2}^{2} \eta_{2}=A_{2}+f_{2} \cos \omega_{f} t, \tag{10}
\end{align*}
$$

where linear modal damping has been added to the system with damping ratios $\xi_{1}=\xi_{2}=0.2$. The two linear modal frequencies are $\omega_{1}=1.6506 \mathrm{rad} / \mathrm{s}$, and $\omega_{2}=2.9056 \mathrm{rad} / \mathrm{s}$. Projecting the external excitation onto the modal coordinates yields $f_{1}=0.1435$ and $f_{2}=0.1393$, and the cubic nonlinear forces, $A_{1}$ and $A_{2}$, are given by

$$
\begin{align*}
& A_{1}=-0.7173\left(0.7173 \eta_{1}+0.6962 \eta_{2}\right)^{3}-0.5689\left(0.5689 \eta_{1}-0.5857 \eta_{2}\right)^{3} \\
& A_{2}=-0.6967\left(0.7173 \eta_{1}+0.6962 \eta_{2}\right)^{3}+0.5857\left(0.5689 \eta_{1}-0.5857 \eta_{2}\right)^{3} \tag{11}
\end{align*}
$$

In order to obtain the reduced-order model for system (10), the master coordinate, which is kept in the reduced-order model, must be specified. We first consider the primary resonance near the first linear mode, which occurs when the excitation frequency, $\omega_{f}$, is close to the first linear modal frequency $\omega_{1}$. Then, the state variables ( $\eta_{1}, y_{1}$ ), where $y_{1}$ is defined in Eqs. (2), are the natural choice for the master coordinates.

The master coordinates, $\left(\eta_{1}, y_{1}\right)$, are transformed to the polar form defined in Eqs. (3):

$$
\begin{equation*}
\eta_{1}=a \cos \phi, \quad y_{1}=\dot{\eta}_{1}=-a \omega_{1} \sin \phi \tag{12}
\end{equation*}
$$

The constraint relationships for the slave coordinates, defined in Eqs. (5), are given by

$$
\begin{equation*}
\eta_{2}=P_{2}\left(a, \phi, \phi_{f}\right), \quad y_{2}=\dot{\eta}_{2}=Q_{2}\left(a, \phi, \phi_{f}\right) \tag{13}
\end{equation*}
$$

and the partial differential equations governing the invariant manifold are as presented in Eq. (7).
A Galerkin-based method is utilized to numerically solve the invariant manifold equations. The 3D space for which the invariant manifold is defined is spanned by one amplitude, $a \in\left[0, a_{\max }\right]$, and two phases, $\phi \in[0,2 \pi]$ and $\phi_{f} \in[0,2 \pi]$. As mentioned above, a 2D Fourier series is the natural choice for the basis functions for the phases, while a variety of functions can be used for the amplitude expansion. It has been shown that the computational cost for the construction of the invariant manifold is significantly reduced if the amplitude domain is discretized into small segments, so that simple piecewise linear functions can be used as the basis functions for each discretized segment in the $a$ direction [10,11]. As a result, in any 3 D region,

$$
\begin{equation*}
\left\{\left(a, \phi, \phi_{f}\right) \mid a \in\left[a_{0}, a_{1}\right], \phi \in[0,2 \pi], \phi_{f} \in[0,2 \pi]\right\} \tag{14}
\end{equation*}
$$

where $a_{0}$ and $a_{1}$ are the lower and upper limits of the amplitude segment, respectively, the unknown constraint relationship, $P_{2}$, can be expanded as follows:

$$
\begin{equation*}
P_{2}\left(a, \phi, \phi_{f}\right)=\sum_{j=1}^{2} \sum_{l=1}^{N_{\phi}} \sum_{m=1}^{N_{\phi_{f}}} C_{j l m} T_{j}(a) F_{l}(\phi) F_{m}\left(\phi_{f}\right) \tag{15}
\end{equation*}
$$

where $T_{j}(a)$ are piecewise linear functions defined in the amplitude segment, $a \in\left[a_{0}, a_{1}\right]$, as follows,

$$
\begin{equation*}
T_{1}(a)=\frac{a-a_{0}}{a_{1}-a_{0}}, \quad T_{2}(a)=\frac{a_{1}-a}{a_{1}-a_{0}}, \tag{16}
\end{equation*}
$$

and $F_{l}(\phi)$ and $F_{m}\left(\phi_{f}\right)$ are Fourier terms defined as

$$
F_{l}(\phi)= \begin{cases}\cos \frac{l-1}{2} \phi, & l \text { is odd }  \tag{17}\\ \sin \frac{l}{2} \phi, & l \text { is even }\end{cases}
$$

and $N_{\phi}$ and $N_{\phi_{f}}$ are the number of terms of the Fourier expansions for $\phi$ and $\phi_{f}$, respectively.
As mentioned in Section 2, the constraint relationship $Q_{2}$ can be constructed from $P_{2}$. Hence, the invariant manifold in this 3D region is completely determined (in this approximate form) once the unknown coefficients, the $C$ 's in expression (15), have been obtained. Note that each small amplitude segment has its own set of $C$ s.

In the Galerkin-based procedure, the expansion for $P_{2}$ is substituted into the governing differential equations for the invariant manifold, Eqs. (7). A set of nonlinear algebraic equations governing the unknown coefficients can then be explicitly obtained by requiring that the projection of the residuals of Eqs. (7) onto each basis function, defined in expansion (15), be equal to zero. The $C$ coefficients can then be numerically obtained using an iterative technique. The method selected here is the hybrid Powell's method, which simplifies the solution procedure in a manner such that the explicit form of the set of nonlinear algebraic equations in the $C$ s is not necessary during the iteration process [17].

For a given set of values for the $C$ 's, the expression of the velocity constraint, $Q_{2}$, can be explicitly determined from the relationship

$$
\begin{align*}
Q_{2}\left(a, \phi, \phi_{f} ; C\right)= & \sum_{j=1}^{2} \sum_{l=1}^{N_{\phi}} \sum_{m=1}^{N_{\phi_{f}}} C_{j l m} \frac{\mathrm{~d} T_{j}}{\mathrm{~d} a}(a) F_{l}(\phi) F_{m}\left(\phi_{f}\right) \\
& \times\left[-2 \xi_{1} a \omega_{1} \sin ^{2} \phi-\left(A_{1}\left(a, \phi, \phi_{f} ; C\right)+f_{1} \cos \phi_{f}\right) \sin \phi / \omega_{1}\right] \\
& +\sum_{j=1}^{2} \sum_{l=1}^{N_{\phi}} \sum_{m=1}^{N_{\phi_{f}}} C_{j l m} T_{j}(a) \frac{\mathrm{d} F_{l}}{\mathrm{~d} \phi}(\phi) F_{m}\left(\phi_{f}\right) \\
& \times\left[\omega_{1}-\xi_{1} \omega_{1} \sin 2 \phi-\left(A_{1}\left(a, \phi, \phi_{f} ; C\right)+f_{1} \cos \phi_{f}\right) \cos \phi /\left(a \omega_{1}\right)\right] \\
& +\sum_{j=1}^{2} \sum_{l=1}^{N_{\phi}} \sum_{m=1}^{N_{\phi_{f}}} C_{j l m} T_{j}(a) F_{l}(\phi) \frac{\mathrm{d} F_{m}}{\mathrm{~d} \phi_{f}}\left(\phi_{f}\right) \omega_{f}, \tag{18}
\end{align*}
$$

which is the algebraic form of one of the differential equations governing the invariant manifold, namely the first equation in system (7). It should be noted that the nonlinear force, $A_{1}$, in Eq. (18) is only dependent on the $C$ s, since all the nonlinear forces are independent of velocities in system (8). Otherwise, the relationship for $Q_{2}$ would be implicit, in which case the velocity constraint, $Q_{2}$, would have to be expanded in the same manner as $P_{2}$, given in expression (15), and the unknown coefficients for $Q_{2}$ would need to be solved for simultaneously with the $C$ s, in an iterative manner.

Eq. (18) is one of the differential equations governing the invariant manifold. The other partial differential equation is the second equation in system (7), which is given by

$$
\begin{align*}
- & 2 \xi_{2} \omega_{2} Q_{2}\left(a, \phi, \phi_{f} ; C\right)-\omega_{2}^{2} P_{2}\left(a, \phi, \phi_{f} ; C\right)+A_{2}\left(a, \phi, \phi_{f} ; C\right)+f_{2} \cos \phi_{f} \\
= & \frac{\partial Q_{2}}{\partial a}\left(a, \phi, \phi_{f} ; C\right)\left[-2 \xi_{1} a \omega_{1} \sin ^{2} \phi-\left(A_{1}\left(a, \phi, \phi_{f} ; C\right)+f_{1} \cos \phi_{f}\right) \frac{\sin \phi}{\omega_{1}}\right] \\
& +\frac{\partial Q_{2}}{\partial \phi}\left(a, \phi, \phi_{f} ; C\right)\left[\omega_{1}-\xi_{1} \omega_{1} \sin 2 \phi-\left(A_{1}\left(a, \phi, \phi_{f} ; C\right)+f_{1} \cos \phi_{f}\right) \frac{\cos \phi}{a \omega_{1}}\right] \\
& +\omega_{f} \frac{\partial Q_{2}}{\partial \phi_{f}}\left(a, \phi, \phi_{f} ; C\right) . \tag{19}
\end{align*}
$$

Once we have a method to determine the derivatives, $\partial Q_{2} / \partial a$, $\partial Q_{2} / \partial \phi$, and $\partial Q_{2} / \partial \phi_{f}$, Eq. (19) can be evaluated numerically.

The derivative along the $a$ direction, $\partial Q_{2} / \partial a$, can be accurately determined using a finite difference scheme, since the 3D domain given in Eq. (14) can be taken to be arbitrarily small in the $a$ direction during the discretization. Furthermore, the discrete grid points in $a$ are selected as Gaussian quadrature points for polynomials. Since piecewise linear functions are used as the basis functions for $a$, the highest possible polynomial order is three in Eq. (18). Thus, a three-point Gaussian quadrature formula is sufficient in the region $a \in\left[a_{0}, a_{1}\right]$, considering the inner product between the residue of Eq. (19) and the basis functions defined in Eq. (15).

The derivatives along the $\phi$ and $\phi_{f}$ directions, $\partial Q_{2} / \partial \phi$ and $\partial Q_{2} / \partial \phi_{f}$, are determined by means of a 2D fast Fourier transform. At any Gaussian quadrature point $a=a^{*}$, the expression for $Q_{2}$ is expanded as

$$
\begin{equation*}
Q_{2}\left(a^{*}, \phi, \phi_{f}\right)=\sum_{m=-N_{\phi} / 2}^{N_{\phi} / 2} \sum_{n=-N_{\phi_{f}} / 2}^{N_{\phi_{f}} / 2} D_{m n} \mathrm{e}^{\mathrm{i} m \phi} \mathrm{e}^{\mathrm{i} n \phi_{f}} \tag{20}
\end{equation*}
$$

where $i=\sqrt{-1}$, and $N_{\phi}$ and $N_{\phi_{f}}$ are set to be even. The complex Fourier coefficients, $D_{m n}$, are efficiently obtained by taking the fast Fourier transform at the grid points for $Q_{2}$, which is evaluated using Eq. (18)

$$
\begin{gathered}
Q_{2}\left(a^{*}, \bar{\phi}^{I}, \bar{\phi}_{f}^{J}\right) \quad \text { where }\left\{\begin{array}{l}
\bar{\phi}^{I}=\frac{I \pi}{N_{\phi}} \\
\bar{\phi}_{f}^{J}=\frac{J \pi}{N_{\phi_{f}}}
\end{array}\right. \\
\text { for } I=1 \ldots 2 N_{\phi}, J=1 \ldots 2 N_{\phi_{f}} .
\end{gathered}
$$

Note that $2 N_{\phi} \times 2 N_{\phi_{f}}$ grid points are used to evaluate the $N_{\phi} \times N_{\phi_{f}}$ complex Fourier coefficients in Eq. (20), in order to reduce aliasing errors in the Fourier transform. Once the complex Fourier coefficients, $D_{m n}$, are obtained, the determinations of the derivatives, $\partial Q_{2} / \partial \phi$ and $\partial Q_{2} / \partial \phi_{f}$, are made trivial by using the inverse Fourier transform, along with the manipulation of the complex Fourier coefficients.

The final step is to project the residue of Eq. (19) onto each basis function defined in expansion (15), shown as

$$
\begin{align*}
& \int_{a_{0}}^{a_{1}} \int_{0}^{2 \pi} \int_{0}^{2 \pi}\left[T_{j}(a) F_{l}(\phi) F_{m}\left(\phi_{f}\right) \operatorname{Res}\left(a, \phi, \phi_{f} ; C\right)\right] \mathrm{d} \phi \mathrm{~d} \phi_{f} \mathrm{~d} a=0 \\
& \quad \text { for } j=1,2 ; l=1 \ldots N_{\phi} ; m=1 \ldots N_{\phi_{f}} \tag{21}
\end{align*}
$$

where $\operatorname{Res}\left(a, \phi, \phi_{f} ; C\right)$ represents the residue of Eq. (19). The solution for the invariant manifold is thus obtained by requiring the $2 \times N_{\phi} \times N_{\phi_{f}}$ inner products between the residue and the basis functions to be all zero. Numerical integration for the projections can be efficiently carried out, since the numerical values of the residue are evaluated only at Gaussian quadrature points. In practice, we employ the hybrid Powell's method [17], imbedded in the numerical package NAG, to search for the solution from the initial guess.

Once the solution for the $C$ 's is obtained, the original system (10) can be reduced to two firstorder ordinary differential equations with time periodic coefficients that govern the master coordinates, as described in Eqs. (4). As a result, the periodic responses of the original system can be captured using the reduced-order model.

As a specific example, we set the excitation frequency, $\omega_{f}=1.93 \mathrm{rad} / \mathrm{s}$, and construct the 3D invariant manifold. The result is depicted in Fig. 2 using four cross-sections corresponding to equally spaced values of the excitation phase angle, $\phi_{f}$. Along the amplitude direction $a$, the overall construction domain for the invariant manifold is set as $a \in[0,3.0]$, which is evenly divided into 60 segments. For each discretized element (as defined in expression (14) with $a_{0}$ and $a_{1}$ as the lower and upper bounds of the amplitude segment, respectively), the number of Fourier terms in Eq. (15) are set to $N_{\phi}=N_{\phi_{f}}=16$. The initial guess values for the $C$ 's for each discretized segment are determined as follows: for the first segment, $a \in[0,0.05]$, the results for the $C$ 's obtained from the linearized system are good initial values due to the weak effects of nonlinearities in the small amplitude region. Then, for the subsequent segments, the expansion coefficients obtained from the proceeding segment are used as initial values, since the increments in $a$ are quite small. Once the results for all discretized segments are obtained, the expansion coefficients from contiguous segments are averaged at their interface. As a result, the solution for the invariant manifold is stitched together to cover the entire domain of interest.

Some interesting properties of the invariant manifold can be seen in Fig. 2. First, the invariant manifold varies as the phase angle of the excitation force $\phi_{f}$ changes, and therefore as time progresses. The time dependence of the manifold can be easily understood since one additional dimension corresponding to the external excitation, $\phi_{f}$, is included in the definition of the manifold. The manifold can be thought of as a 2 D surface that varies periodically in time, and Fig. 2 depicts it at four different instants. Moreover, the manifold is not equal to zero as the amplitude $a$ tends to zero, which is different from what occurs in the free oscillation cases, where the invariant manifold is tangent to the corresponding linear modal space at the static equilibrium position [4].

Time responses at the excitation frequency $\omega_{f}=1.93 \mathrm{rad} / \mathrm{s}$ can be obtained from the reducedorder model, Eqs. (4). Results for two different sets of initial conditions are shown in Figs. 3 and 4, along with comparisons of the responses obtained from the original system model, Eq. (10). With the reduced-order model governing $a$ and $\phi$, the time response for $a(t)$ and $\phi(t)$ can be


Fig. 2. The first nonlinear mode invariant manifold for the position constraint, $\eta_{2}=P_{2}\left(a, \phi, \phi_{f}\right)$, at various phase angles $\phi_{f}$ : (a) $\phi_{f}=0.0$, (b) $\phi_{f}=\pi / 2$, (c) $\phi_{f}=\pi$, (d) $\phi_{f}=1.5 \pi$.
obtained for any initial conditions $(a(0), \phi(0))$ in the construction domain. The responses of the master and slave coordinates are then reconstructed using the polar transformation definition (3) and the constraint relationships (5), respectively. For time simulations of the original system, initial conditions are taken to be those on which the reduced-order model is initiated, that is, the constraint relations are used to determine the starting conditions for the second mode. As can be seen in Figs. 3 and 4, the forced response obtained from the reduced-order model precisely matches the forced response from the original system model. Note that the responses in Figs. 3 and 4 converge to different steady-state responses, as is typical in such a nonlinear system.

The variation of the steady-state response amplitude of system (10) in terms of frequency is shown in Fig. 5 near the first resonance frequency, $\omega_{1}$. From the original system model, the frequency response is obtained by sweeping the excitation frequency, $\omega_{f}$, from 1.5 to $2.2 \mathrm{rad} / \mathrm{s}$. At each excitation frequency, the direct shooting method [18] is used to search for the initial conditions corresponding to the steady-state response. As a result, multiple steady-state solutions


Fig. 3. Comparison of the transient forced response of the modal coordinates, $\eta_{1}(t)$ and $\eta_{2}(t)$, with initial conditions $a(0)=0.5, \phi(0)=0.0 .-$, response obtained from the original system model; ---, response from the reduced-order model.
are found near the resonance, where one branch of the solutions is unstable. The steady-state responses can also be obtained using simulations of the reduced-order models, constructed at a series of discrete excitation frequencies within the frequency range of interest, $\omega_{f} \in[1.5,2.2]$. At


Fig. 4. Comparison of the transient forced response of the modal coordinates, $\eta_{1}(t)$ and $\eta_{2}(t)$, with initial conditions $a(0)=1.5, \phi(0)=0.0 .-$, response obtained from the original system model; ---, response from the reduced-order model.
each sample frequency $\omega_{f}$, an invariant manifold-based reduced-order model is constructed following the Galerkin-based procedure described above. As can be seen in Fig. 5, the frequency response obtained from the reduced-order models matches the exact results extremely well, and even the unstable response branch is captured by the reduced-order models. In other words, at any excitation frequency $\omega_{f}$, the dynamics of the original system are captured by the invariant manifold-based reduced-order model.


Fig. 5. The amplitude of the steady-state response of the modal coordinates, $\eta_{1}(t)$ and $\eta_{2}(t)$, versus the excitation frequency, $\omega_{f} . \quad$, stable steady-state response obtained from the original system model; ---, unstable steady-state response from the original system model; ' $\circ$ ', steady-state response from the reduced-order model.

The steady-state frequency response near the second linear modal frequency, $\omega_{2}$, is shown in Fig. 6. In this case, the master coordinates are chosen as the second linear modal coordinates in state variable form, $\left(\eta_{2}, \dot{\eta}_{2}\right)$. The corresponding invariant manifolds are constructed by repeating


Fig. 6. The amplitude of the steady-state response of the modal coordinate, $\eta_{1}(t)$ and $\eta_{2}(t)$, versus the excitation frequency, $\omega_{f} . \quad$, steady-state response obtained from the original system model; ' $\circ$ ', steady-state response from the reduced-order model.
the steps described above. Again, excellent agreement is found between the full model and the reduced-order model, as shown in Fig. 6.

We now turn to a more substantial example, where the power and utility of the technique are more fully demonstrated.

## 4. An Euler-Bernoulli beam with nonlinear spring

The invariant manifold-based model reduction approach, elaborated in Section 3, is applied here to a more complicated example system, an Euler-Bernoulli beam attached to ground at one end by a nonlinear torsional spring. As shown in Fig. 7, the beam has the following geometric and material parameters: length $l=1 \mathrm{~m}$, cross-sectional area $A=0.0025 \mathrm{~m}^{2}$, second moment of area of the cross-section $I=5.0 \times 10^{-8} \mathrm{~m}^{4}$, mass density $\rho=7860 \mathrm{~kg} / \mathrm{m}^{3}$, Young's modulus $E=$ $2 \times 10^{11} \mathrm{~N} / \mathrm{m}^{2}$, and linear spring stiffness $k=10^{8} \mathrm{~N} / \mathrm{m}$. The moment from the nonlinear torsional spring at $x=0$ is given by

$$
\gamma_{t}(t)=5000\left[\frac{\partial u}{\partial t}(0, t)\right]^{2}+20000\left[\frac{\partial u}{\partial t}(0, t)\right]^{3} \mathrm{~N}
$$

where $u(x, t)$ is the transverse displacement of the beam. The amplitude of the harmonic excitation at $x=l$ is taken to be $f_{0}=3 \times 10^{6} \mathrm{~N}$.

The equation of motion governing $u(x, t)$ is given in weak form as

$$
\begin{gather*}
\int_{t_{1}}^{t_{2}}\left\{\int_{0}^{l}\left(-\rho A \ddot{u} \delta u-E I u_{, x x} \delta u_{, x x}\right) \mathrm{d} x-k u(l, t) \delta u(l, t)\right. \\
\left.\quad-\gamma_{t} \delta u_{, x}(0, t)+F \delta u(l, t)\right\} \mathrm{d} t=0 \quad \forall t_{1}<t<t_{2}, \tag{22}
\end{gather*}
$$

where $\left(\dot{)}\right.$ ) denotes the partial derivative with respect to time, and ()$_{, x}$ is the partial derivative with respect to $x$.

In order to obtain the discretized ordinary differential equations for system (22), the Rayleigh-Ritz method is applied, wherein the transverse displacement, $u(x, t)$, is expanded as

$$
\begin{equation*}
u(x, t)=\sum_{i=1}^{n-2} \bar{U}_{i}(x) a_{i}(t)+\psi_{c 0}(x) q_{c 0}(t)+\psi_{c l}(x) q_{c l}(t) \tag{23}
\end{equation*}
$$



Fig. 7. An Euler-Bernoulli beam with a nonlinear torsional spring, $\gamma_{t}$, at one end.

The basis functions in the above expansion are of two kinds: the fixed-interface normal modes, $\bar{U}_{i}(x)$ (that is, the modes of free vibration of the beam clamped at $x=0$ and pinned at $x=l$ ), and the static constraint modes, $\psi_{c 0}(x)$ and $\psi_{c l}(x)$, obtained by imposing a unit slope at $x=0$ and a unit deflection at $x=l$, respectively, as described below. The selection of these basis functions is motivated by the Craig-Bampton technique, which is commonly used for efficient modal convergence in linear vibration problems. The fixed-interface normal modes, $\bar{U}_{i}(x)$, are calculated from the following boundary-value problem:

$$
\begin{align*}
& -\rho A \bar{\omega}_{i}^{2} \bar{U}_{i}(x)+E I \frac{\mathrm{~d}^{4} \bar{U}_{i}(x)}{\mathrm{d} x^{4}}=0, \text { for } i=1, \ldots, n-2 \\
& \quad \text { with boundary conditions } \bar{U}_{i}(0)=0, \frac{\mathrm{~d} \bar{U}_{i}}{\mathrm{~d} x}(0)=0, \bar{U}_{i}(l)=0, \frac{\mathrm{~d}^{2} \bar{U}_{i}}{\mathrm{~d} x^{2}}(l)=0 \tag{24}
\end{align*}
$$

where $\bar{\omega}_{i}$ is the $i$ th eigenvalue corresponding to the eigenvector $\bar{U}_{i}$. Note that the rotation at $x=0$ and transverse displacement at $x=l$ are fixed in Eqs. (24). These dof are captured by the static constraint modes, which are determined by solving the following problems:

$$
\begin{align*}
& E I \frac{\mathrm{~d}^{4} \psi_{c 0}}{\mathrm{~d} x^{4}}(x)=0 \\
& \psi_{c 0}(0)=0, \quad \frac{\mathrm{~d} \psi_{c 0}}{\mathrm{~d} x}(0)=1.0, \quad \psi_{c 0}(l)=\frac{\mathrm{d}^{2} \psi_{c 0}}{\mathrm{~d} x^{2}}(l)=0 \tag{25}
\end{align*}
$$

and

$$
\begin{align*}
& E I \frac{\mathrm{~d}^{4} \psi_{c l}}{\mathrm{~d} x^{4}}(x)=0 \\
& \psi_{c l}(0)=\frac{\mathrm{d} \psi_{c l}}{\mathrm{~d} x}(0)=0, \quad \psi_{c l}(l)=1.0, \quad \frac{\mathrm{~d}^{2} \psi_{c l}}{\mathrm{~d} x^{2}}(l)=0 \tag{26}
\end{align*}
$$

Expansion (23) is substituted into the weak formulation, Eq. (22), resulting in

$$
\begin{align*}
& \int_{t_{1}}^{t_{2}}\left\{\int _ { 0 } ^ { l } \left[-\rho A\left(\sum_{i} \bar{U}_{i} \ddot{a}_{i}+\psi_{c 0} \ddot{q}_{c 0}+\psi_{c l} \ddot{q}_{c l}\right)\left(\sum_{j} \bar{U}_{j} \delta a_{j}+\psi_{c 0} \delta q_{c 0}+\psi_{c l} \delta q_{c l}\right)\right.\right. \\
& \left.\quad-E I\left(\sum_{i} \bar{U}_{i}^{\prime \prime} a_{i}+\psi_{c 0}^{\prime \prime} q_{c 0}+\psi_{c l}^{\prime \prime} q_{c l}\right)\left(\sum_{j} \bar{U}_{j}^{\prime \prime} \delta a_{j}+\psi_{c 0}^{\prime \prime} \delta q_{c 0}+\psi_{c l}^{\prime \prime} \delta q_{c l}\right)\right] \mathrm{d} x \\
& \left.\quad-k q_{c l} \delta q_{c l}-\gamma_{t}\left(q_{c 0}\right) \delta q_{c 0}+F \delta q_{c l}\right\} \mathrm{d} t=0, \quad \forall t_{1}<t<t_{2}, \tag{27}
\end{align*}
$$

where ()$^{\prime}$ denotes $d() / d x$. Eq. (28) can be written in matrix form as

$$
\left[\begin{array}{cc}
\mathbf{I} & \mathbf{M}_{\mathrm{aq}}  \tag{28}\\
\mathbf{M}_{\mathrm{aq}}^{\mathrm{T}} & \mathbf{M}_{\mathrm{qq}}
\end{array}\right]\left\{\begin{array}{l}
\ddot{\mathbf{a}} \\
\ddot{\mathbf{q}}
\end{array}\right\}+\left[\begin{array}{cc}
\Lambda & \mathbf{0} \\
\mathbf{0} & \mathbf{K}_{\mathrm{qq}}
\end{array}\right]\left\{\begin{array}{l}
\mathbf{a} \\
\mathbf{q}
\end{array}\right\}=\left\{\begin{array}{l}
\mathbf{0} \\
\mathbf{F}
\end{array}\right\}
$$

where $\mathbf{I}$ is the identity matrix, $\Lambda$ is a diagonal matrix with elements $\lambda_{i}=\bar{\omega}_{i}^{2}$, the vectors $\mathbf{a}=$ $\left[a_{1}, a_{2}, \ldots, a_{n-2}\right]^{\mathrm{T}}$ and $\mathbf{q}=\left[q_{c 0}, q_{c l}\right]^{\mathrm{T}}$ contain the amplitudes of the basis functions in the expansion of Eq. (23), and $\mathbf{F}=\left[-\gamma_{t}, f_{0} \cos \omega_{f} t\right]^{\mathrm{T}}$ is the forcing vector.

Linear modal analysis can be applied to the linear homogeneous part of Eq. (28), i.e., by setting $\mathbf{F}=0$, as follows:

$$
\left\{-\omega_{i}^{2}\left[\begin{array}{cc}
\mathbf{I} & \mathbf{M}_{\mathbf{a q}}  \tag{29}\\
\mathbf{M}_{\mathbf{a q}}^{\mathrm{T}} & \mathbf{M}_{\mathbf{q q}}
\end{array}\right]+\left[\begin{array}{cc}
\Lambda & \mathbf{0} \\
\mathbf{0} & \mathbf{K}_{\mathbf{q q}}
\end{array}\right]\right\} \phi_{i}=\mathbf{0} .
$$

For the $i$ th linear mode, the frequency and mode shape are denoted as $\omega_{i}$ and $\phi_{i}$, respectively. The coordinate transformation to modal coordinates is defined as $\mathbf{X}=\Phi \boldsymbol{\eta}$ where $\mathbf{X}=\left[\mathbf{a}^{\mathrm{T}} \mathbf{q}^{\mathrm{T}}\right]^{\mathrm{T}}, \Phi$ is the matrix of eigenvectors $\phi_{i}$, and $\eta$ is the $n$-dimensional modal coordinate vector. Consequently, system (28) is transformed to the standard form (given in Eq. (1)):

$$
\begin{equation*}
\ddot{\eta}_{i}+2 \xi_{i} \omega_{i} \dot{\eta}_{i}+\omega_{i}^{2} \eta_{i}=A_{i}\left(\eta_{j}\right)+f_{i} \cos \omega_{f} t, \quad i, j=1, \ldots, n, \tag{30}
\end{equation*}
$$

where proportional damping effects have been added with linear modal damping ratios of $\xi_{i}=0.03$.

By changing the number of the fixed-interface normal modes used in expansion (23), the convergence of the response near the first linear modal frequency, $\omega_{1}=222.43 \mathrm{rad} / \mathrm{s}$, is checked for system (30). It is found that a 12 -dof model is needed to accurately capture the first primary resonance, including ten fixed-interface modes along with the two static constraint modes.

A single pair of state variables, $\left(\eta_{1}, y_{1}\right)$, where $y_{1}=\dot{\eta}_{1}$, in system (30), along with the forcing phase, $\phi_{f}$, are chosen as the master coordinates in the construction procedure for the reducedorder model near the first primary resonance. After employing the polar coordinate transformation for the master mode, $\left(\eta_{1}, y_{1}\right) \rightarrow(a, \phi)$, the remaining slave coordinates are constrained as

$$
\eta_{i}=P_{i}\left(a, \phi, \phi_{f}\right), \quad y_{i}=\dot{\eta}_{i}=Q_{i}\left(a, \phi, \phi_{f}\right), \quad i=2, \ldots, 12,
$$

where $\phi_{f}=\omega_{f} t$. The governing partial differential equations for the constraint relationships, Eqs. (7), are solved numerically using the Galerkin-based procedures described in Sections 2 and 3. In order to construct the invariant manifold at each excitation frequency near the resonance, the amplitude region $a \in[0,3.0]$ was evenly divided into 60 segments. For each discretized segment, the number of terms for the Fourier expansions were taken to be $N_{\phi}=N_{\phi_{f}}=8$. From the constructed invariant manifold, the reduced-order model is obtained at each excitation frequency, as shown in Eqs. (4).

The steady-state response of master coordinate $\eta_{1}$ is shown in Fig. 8. As can be seen, both the stable branches and the unstable branch of the response are accurately captured by the simulation based on the reduced-order model. Note that at the excitation frequency $\omega_{f}=242 \mathrm{rad} / \mathrm{s}$, the amplitude of $\eta_{1}$ reaches its peak at 1.0 , which is physically equivalent to a 0.3 m displacement near the middle point of the 1 m long beam. While at such a


Fig. 8. The amplitude of the steady-state response of the modal coordinates, $\eta_{1}(t)$, versus the excitation frequency, $\omega_{f}$. ——, stable steady-state response obtained from the original system model; ---, unstable steady-state response from the original system model; ' $\circ$ ', steady-state response from the reduced-order model.
large amplitude, the assumptions for an Euler-Bernoulli beam are violated, the example clearly demonstrates the capability of accurately capturing the forced response over a strongly nonlinear amplitude range.

The transient response at the excitation frequency, $\omega_{f}=242 \mathrm{rad} / \mathrm{s}$, is also shown in Figs. 9 and 10 for two different initial conditions. As can be seen, the response from the reduced-order model matches very closely that from the original system for a range of initial conditions. This demonstrates that the dynamics near the primary resonance can be very accurately captured by the invariant manifold approach. Similar results can be obtained for other resonances, by choosing master modes accordingly.

## 5. Conclusions

Based on the results obtained from the basic theoretical development, and its application to the mass-spring system studied in Section 3 and the beam system examined in Section 4, the following conclusions are drawn: (1) With the additional phase variable representing the external harmonic excitation, the invariant manifold approach developed for free oscillations can be extended to nonlinear vibration systems subjected to harmonic excitation. (2) Once the invariant manifold is constructed, the corresponding reduced-order model can be obtained to capture the forced dynamics of the original system. (3) The invariant manifold can be constructed numerically using a Galerkin-based technique that employs piecewise linear amplitude functions and Fourier series


Fig. 9. Comparison of the transient forced response of the modal coordinates, $\eta_{1}(t)$ and $\eta_{2}(t)$, with initial conditions $a(0)=1.79, \phi(0)=0.0 .-$, response obtained from the original system model; ---, response from the reduced-order model.
for the phase variables. Using fast Fourier transforms, the solution procedure is quite efficient. (4) The domain in which the invariant manifold is defined can be taken out to large amplitudes, and is discretized into small amplitude segments. Consequently, this methodology can be applied to


Fig. 10. Comparison of the transient forced response of the modal coordinates, $\eta_{1}(t)$ and $\eta_{2}(t)$, with initial conditions $a(0)=0.1, \phi(0)=0.0 .-$, response obtained from the original system model; ---, response from the reduced-order model.
systems with complex nonlinearities, such as systems with non-smooth restoring forces, general types of damping, etc. (5) The present method works for any type of harmonic excitation, external and/or parametric. Furthermore, the approach can be extended to include any type of excitation that can be modeled by a finite-state auxiliary dynamic system.
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