
ARTICLE IN PRESS
JOURNAL OF
SOUND AND
VIBRATION

Journal of Sound and Vibration 288 (2005) 791–812
0022-460X/$ -

doi:10.1016/j.

�Correspon

E-mail add
1Visiting Pr
www.elsevier.com/locate/jsvi
Nonlinear normal modes for vibratory systems
under harmonic excitation

D. Jianga, C. Pierreb,�, S.W. Shawc,1

aMKP Structural Design Associates, Inc., 3003 Washtenaw Ave, Ann Arbor, MI 48104, USA
bDepartment of Mechanical Engineering, University of Michigan, Ann Arbor, MI 48109-2125, USA

cDepartment of Mechanical Engineering, Michigan State University, East Lansing, MI 48824-1226, USA

Received 19 May 2004; received in revised form 3 December 2004; accepted 12 January 2005

Available online 10 March 2005
Abstract

This paper considers the use of numerically constructed invariant manifolds to determine the response of
nonlinear vibratory systems that are subjected to harmonic excitation. The approach is an extension of the
nonlinear normal mode (NNM) formulation previously developed by the authors for free oscillations,
wherein an auxiliary system that models the excitation is used to augment the equations of motion. In this
manner, the excitation is simply treated as an additional system state, yielding a system with an extra
degree-of-freedom (dof), whose response is known. A reduced-order model for the forced system is then
determined by the usual NNM procedure, and an efficient Galerkin-based solution method is used to
numerically construct the attendant invariant manifolds. The technique is illustrated by determining the
frequency response for a simple 2-dof mass–spring system with cubic nonlinearities, and for a discretized
beam model with 12 dof. The results show that this method provides very accurate responses over a range
of frequencies near resonances.
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see front matter r 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Many techniques exist for determining the response of nonlinear systems that are subjected to
periodic excitation. In addition to brute-force simulations, there are a variety of approximate
analytical methods, such as the method of multiple scales, harmonic balance, and averaging.
When the system is responding in a periodic manner, it is behaving like a low order system, and
the question arises as to whether or not a reduced order model can be found that captures the
system response. In fact, the analytical techniques just mentioned do precisely this, by imposing
various types of approximations.

For free vibration problems one uses system modes to construct reduced order models, and
these techniques have been well developed for both linear and nonlinear systems [1,2]. One such
technique, introduced by Shaw and Pierre [3–5], defines the normal mode of a nonlinear
oscillatory system in terms of invariant manifolds in the phase space that are tangent to the linear
(eigen-)modes at the equilibrium point. In such a formulation, a master mode is selected (the mode
of interest), and the normal mode is constructed by a formulation in which the remaining linear
modes of the system, i.e., the slave modes, depend on the master mode in a manner consistent with
the system dynamics. This dependence defines the invariant manifold for the nonlinear normal
mode (NNM). The construction of the NNM invariant manifold is equivalent to the
determination of the constraint relationships for all of the slave coordinates. Once these
constraint relationships are obtained, the system dynamics can be restricted to the invariant
manifold, resulting in a minimal-sized model that depends only on the master coordinates. By
studying the dynamics of the reduced-order model, it is possible to recover the associated modal
dynamics of the original nonlinear system. This model reduction approach is similar to the center
manifold technique that allows one to study bifurcation problems using reduced-order models of
nonlinear systems [6].

Based on the invariant manifold approach, Boivin et al. [7] were able to construct NNMs for
weakly nonlinear systems using polynomial expansion functions to approximate the constraint
relationships for the slave coordinates. The polynomial expansion has also been used by Nayfeh et
al. [8] to construct invariant manifolds for systems with cubic nonlinearities. They found that a
complex variable expression for the master coordinates is very convenient for the construction
procedure. King and Vakakis [9] used an energy-based approach to compute NNMs for a class of
1D, conservative, continuous systems. They showed that under some circumstances, NNMs
cannot be constructed using physical coordinates and that a transformation to linear
modal coordinates is necessary in order to define NNMs. Vakakis and co-workers have
carried out extensive investigations of NNMs, including the consideration of stability and
bifurcations of NNMs [1]. Pesheck et al. [10] used numerical solutions of the invariant manifold
equations to extend the invariant manifold approach to more general systems, including those
that are strongly nonlinear. In this approach, the master coordinates were expressed in polar
coordinate form, and a Galerkin-based solution technique was introduced to solve the invariant
manifold equations. This methodology has been applied to a multi-dof rotating beam system [11]
over a strongly nonlinear amplitude range in which significant coupling occurs between the linear
modes, due to nonlinear effects. The invariant manifold-based approach has also proved effective
for systems with non-smooth characteristics [12], and for gyroscopic and generally damped
systems [13].
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In order to apply the invariant manifold-based model reduction method to nonlinear systems
with harmonic excitation, Shaw et al. [14] introduced a new variable to represent the time-varying
term, which is governed by a second-order differential equation. With this new variable, the
invariant manifold-based approach can be extended to systems subjected to periodic excitation.
Similarly, Agnes and Inman [15] treated forcing as an additional dof and applied the multiple
scales method to solve for the NNMs of a 2 dof example system. Since the multiple scales method
is based on perturbation ideas, their results are valid in the weakly nonlinear amplitude range. In
the present study, model reduction of nonlinear systems under harmonic excitation is carried out
by the inclusion of one additional dynamic state variable, the phase of the harmonic excitation, as
a master coordinate in the invariant manifold. The constraint relationships for the slave
coordinates are then defined in the augmented space, and they depend on the usual modal master
coordinates, as well as on the phase of the excitation. The resulting ‘‘forced’’ invariant manifold
thus features one additional dimension compared to the free vibration manifold, and it can be
solved numerically over large amplitude regions using a Galerkin-based numerical solution
procedure [10]. This manifold can be viewed as a 2D surface that varies periodically in time with a
period equal to that of the excitation. By this means, it is possible to obtain accurate reduced-
order models for strongly nonlinear systems subjected to periodic excitation.

The paper is organized as follows. In Section 2, the class of nonlinear systems to be considered
is defined, the invariant manifold formulation is reviewed, and the partial differential equations
governing the invariant manifold are derived. In Section 3, the Galerkin-based solution
methodology is introduced and applied to the forced response of a simple 2-dof system. The
methodology is then applied to a more complicated system, a 12-dof beam model, in Section 4, to
further demonstrate the power and utility of the technique. Finally, some conclusions are drawn
in Section 5.
2. The invariant manifold approach

We consider an N-dof nonlinear vibratory system wherein the nonlinearities depend only on
displacements. In this case, a transformation of the equations of motion to linear modal
coordinates yields the following standard form:

€Zi þ 2xioi _Zi þ o2
i Zi ¼ AiðZjÞ þ f i cosff ; i; j ¼ 1; . . . ; n, (1)

where Zi is the ith linear modal coordinate and oi is the corresponding natural frequency of free
vibrations of the associated linearized system. Damping is assumed to be small, and thus linear
proportional damping can be employed, represented here by the linear modal damping ratios, xi:
The nonlinear forces in system (1) are included in the terms AiðZjÞ; which couple the linear modes
to one another. In order to simplify the construction for the invariant manifold, the nonlinear
forces, Ai; have been assumed to be independent of the linear modal velocities, _Zj: (This can be
relaxed, but the resulting solution procedure is more cumbersome.) The external harmonic
excitation has been projected onto the ith linear modal coordinate, and is thus represented by the
term f i cosff ; where f i is the linear modal force amplitude, and the phase, ff ; has the form:
ff ¼ of t þ ff 0; where of is the excitation frequency, and ff 0 is an initial phase angle. Note that
in some applications (e.g., parametric excitation), f i may depend on the modal coordinates, and
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this could be easily incorporated in the present formulation. Also, gyroscopic effects are not
included in formulation (1); again, this could be relaxed, but would complicate the solution
procedure. Finally, it is assumed that the linear modal frequencies, oi; are not commensurable;
this is a necessary restriction for the present formulation, since otherwise the nonlinear system
response cannot be reduced to a single mode.

In order to obtain the reduced-order model for system (1), an extension of the invariant
manifold approach [10,11] is used. Consider the following ð2N þ 1Þ-state augmented system:

yi ¼ _Zi,

_yi þ 2xioiyi þ o2
i Zi ¼ AiðZjÞ þ f i cosff ; i; j ¼ 1; . . . ; n,

_ff ¼ of , ð2Þ

where the state variables yi are introduced as the modal velocities, and the phase variable ff is
considered as an additional state, corresponding to an oscillatory dof with constant amplitude. By
this means, the phase variable, ff ; which represents the dynamics of the excitation, can be included
in the expressions for the invariant manifold. As a result, the reduced-order model based on the
invariant manifold can capture the dynamic behavior of system (1) with periodic excitation. This
approach is analogous to bifurcation analyses using center manifolds, wherein the bifurcation
parameter is taken as the augmented variable, using the so-called ‘‘suspension trick’’ [6].

The next step is to divide the N pairs of state variables in system (2), ðZi; yiÞ; i 2 ½1; n�; into two
separate groups, denoted as the master coordinates and the slave coordinates. The master
coordinates, ðZk; ykÞ; k 2 SM ; are the modal coordinates (in state variable form) that are to be
kept in the final reduced-order model, where SM is the set of indices that includes the master
modes. The slave coordinates, ðZi; yiÞ; ieSM ; are all the remaining modal dof, which are taken to
depend on the master coordinates in a manner that satisfies the equations of motion. In this paper,
we focus on the case where a single pair of state variables, whose modal frequency ok is close to
the excitation frequency of ; are retained as the master coordinates. These master coordinates are
supplemented by the forcing phase, ff ; which also plays the role of a master coordinate. Thus, our
investigation is limited to the primary resonance of a nonlinear system under harmonic excitation.
Investigating super- or sub-harmonic resonances, or systems with internal resonances, would
require the selection of multiple pairs of state variables as the master coordinates [8,16], resulting
in invariant manifolds of higher dimensionality.

Before deriving the partial differential equations (PDE) governing the invariant manifold, the
master coordinates, ðZk; ykÞ; are transformed to polar coordinates,

Zk ¼ a cosf; yk ¼ �aok sinf, (3)

where a and f are the amplitude and phase of the master coordinates, respectively, and ok is the
kth linear modal frequency. Substituting Eq. (3) into the differential equations governing ðZk; _ZkÞ

in system (2), yields

_a ¼ �2xkaok sin
2f� ðAk þ f k cosff Þ sinf=ok,

_f ¼ ok � xkok sin 2f� ðAk þ f k cosff Þ cosf=ðaokÞ,

_ff ¼ of . ð4Þ
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In Eq. (4), the nonlinear force term, Ak; depends on all the linear modal coordinates, Zj; j 2 ½1; n�;
in system (2). In order to obtain the reduced-order model that governs the dynamics of the master
coordinates, a, f; and ff ; in the form of Eq. (4), the slave coordinates are assumed to depend on
the master coordinates in the form

Zi ¼ Piða;f;ff Þ; _Zi ¼ Qiða;f;ff Þ; for i ¼ 1; . . . ; n; iak, (5)

where the ðn � 1Þ pairs of Pi’s and Qi’s are the constraint relationships that represent the invariant
manifold. The solution procedure for the Pi’s and Qi’s follows the usual invariant manifold
formulation.

Substituting expression (5) into system (2), yields

qPi

qa
_a þ

qPi

qf
_fþ

qPi

qff

_ff ¼ Qi,

qQi

qa
_a þ

qQi

qf
_fþ

qQi

qff

_ff þ 2xioiQi þ o2
i Pi ¼ Ai þ f i cosff ,

for i ¼ 1; . . . ; n; iak. ð6Þ

Then, combining Eqs. (4) and (6), the PDEs governing the invariant manifold are obtained. These
are given by

Qi ¼
qPi

qa
½�2xkaok sin

2f� ðAk þ f k cosff Þ sinf=ok�

þ
qPi

qf
½ok � xkok sin 2f� ðAk þ f k cosff Þ cosf=ðaokÞ� þ

qPi

qff

of ,

� 2xioiQi � o2
i Pi þ Ai þ f i cosff

¼
qQi

qa
½�2xkaok sin2f� ðAk þ f k cosff Þ sinf=ok�

þ
qQi

qf
½ok � xkok sin 2f� ðAk þ f k cosff Þ cosf=ðaokÞ� þ

qQi

qff

of ,

for i ¼ 1; . . . ; n; iak. ð7Þ

Once Eq. (7) has been solved, the constraint relationships for the slave coordinates, the Pi’s and
Qi’s, are known and can be substituted into Eqs. (4). The result is the desired reduced-order
model, which has dynamic variables a, f; and ff : The forced dynamics of the full system near the
primary resonance are captured by this model, which is a single-dof system with periodic
excitation. It is interesting to note that parametric excitation terms are introduced during this
process, in that the nonlinear force, Ak; now depends on the phase of the excitation, ff :
Obviously, the governing equations for the invariant manifold, Eqs. (7), are inherently nonlinear,
and are not analytically tractable.

Compared with the invariant manifold approach in the free vibration case [10], the additional
phase variable, ff ; is included in the present model to account for the harmonic excitation.
Consequently, the invariant manifold, defined by Eq. (5), is 3D, or, equivalently, it can be viewed
as a 2D surface that is moving in a time-periodic manner. The numerical construction procedure
for the invariant manifold is therefore more complicated than that for the free oscillation case,
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where the manifold is 2D. However, some useful properties can be utilized to alleviate the
computational effort required in the solution process. First, in expression (5), the constraint
relationships for the modal velocities, the Qi’s, are the time derivative of the corresponding
position constraints, the Pi’s. Hence, it is possible to eliminate the Qi’s from the unknowns during
the numerical solution procedure, and deduce them from the solution of the Pi’s. Another useful
property is attributed to the polar form of the master coordinates, defined in Eq. (3). By this
means, the 3D space on which the invariant manifold is defined can be divided into a 1D
amplitude region, a, and a 2D phase region, ðf;ff Þ: For the 2D phase region, a 2D Fourier
series is the natural choice for the expansion functions in the Galerkin-based solution
procedure. Therefore, fast Fourier transforms can be applied to efficiently carry out the
conversion between the values at the discretized points and the corresponding Fourier coefficients.
These simplifications are employed to construct the invariant manifolds for the two example
systems.
3. A two-dof mass–spring system

The first example presented is quite simple; it is used simply to demonstrate the steps in the
process. The two-dof mass–spring system under consideration is shown in Fig. 1. The equations of
motion for the system are

m1 €x1 þ k1x1 þ b1x3
1 þ k2ðx1 � x2Þ ¼ f cosof t,

m2 €x2 þ k2x2 � k2x1 þ k3x2 þ b2x3
2 ¼ 0, ð8Þ

where m1¼ 1:0kg; m2¼ 1:5kg; k1¼ 2:0N=m; k2¼ 3:5N=m; k3¼ 5:0N=m; b1¼ b2¼ 1:0N=m3;
and f ¼ 1:0N: The excitation frequency of varies within a certain range near primary resonance,
and the invariant manifold is solved for at each frequency over that range.

The physical displacement coordinates, fx1;x2g
T; are first transformed to modal coordinates,

fZ1; Z2g
T:

x1

x2

( )
¼

0:7173 0:6967

0:5689 �0:5857

� � Z1
Z2

( )
. (9)
k1

k2

k3

β1 β2

M1 M2

x1
x2

f cosω  t0 f

Fig. 1. A 2-dof mass–spring system.
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As a result, system (8) is transformed to the standard form

€Z1 þ 2x1o1 _Z1 þ o2
1Z1 ¼ A1 þ f 1 cosof t,

€Z2 þ 2x2o2 _Z2 þ o2
2Z2 ¼ A2 þ f 2 cosof t, ð10Þ

where linear modal damping has been added to the system with damping ratios x1 ¼ x2 ¼ 0:2: The
two linear modal frequencies are o1 ¼ 1:6506 rad=s; and o2 ¼ 2:9056 rad=s: Projecting the
external excitation onto the modal coordinates yields f 1 ¼ 0:1435 and f 2 ¼ 0:1393; and the cubic
nonlinear forces, A1 and A2; are given by

A1 ¼ � 0:7173ð0:7173Z1 þ 0:6962Z2Þ
3
� 0:5689ð0:5689Z1 � 0:5857Z2Þ

3,

A2 ¼ � 0:6967ð0:7173Z1 þ 0:6962Z2Þ
3
þ 0:5857ð0:5689Z1 � 0:5857Z2Þ

3. ð11Þ

In order to obtain the reduced-order model for system (10), the master coordinate, which is kept
in the reduced-order model, must be specified. We first consider the primary resonance near the
first linear mode, which occurs when the excitation frequency, of ; is close to the first linear modal
frequency o1: Then, the state variables ðZ1; y1Þ; where y1 is defined in Eqs. (2), are the natural
choice for the master coordinates.

The master coordinates, ðZ1; y1Þ; are transformed to the polar form defined in Eqs. (3):

Z1 ¼ a cosf; y1 ¼ _Z1 ¼ �ao1 sinf. (12)

The constraint relationships for the slave coordinates, defined in Eqs. (5), are given by

Z2 ¼ P2ða;f;ff Þ; y2 ¼ _Z2 ¼ Q2ða;f;ff Þ, (13)

and the partial differential equations governing the invariant manifold are as presented in Eq. (7).
A Galerkin-based method is utilized to numerically solve the invariant manifold equations.

The 3D space for which the invariant manifold is defined is spanned by one amplitude,
a 2 ½0; amax�; and two phases, f 2 ½0; 2p� and ff 2 ½0; 2p�: As mentioned above, a 2D Fourier
series is the natural choice for the basis functions for the phases, while a variety of functions
can be used for the amplitude expansion. It has been shown that the computational cost
for the construction of the invariant manifold is significantly reduced if the amplitude
domain is discretized into small segments, so that simple piecewise linear functions can be
used as the basis functions for each discretized segment in the a direction [10,11]. As a result, in
any 3D region,

fða;f;ff Þja 2 ½a0; a1�;f 2 ½0; 2p�;ff 2 ½0; 2p�g, (14)

where a0 and a1 are the lower and upper limits of the amplitude segment, respectively, the
unknown constraint relationship, P2; can be expanded as follows:

P2ða;f;ff Þ ¼
X2
j¼1

XNf

l¼1

XNff

m¼1

CjlmTjðaÞFlðfÞFmðff Þ, (15)
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where TjðaÞ are piecewise linear functions defined in the amplitude segment, a 2 ½a0; a1�; as
follows,

T1ðaÞ ¼
a � a0

a1 � a0
; T2ðaÞ ¼

a1 � a

a1 � a0
, (16)

and FlðfÞ and Fmðff Þ are Fourier terms defined as

FlðfÞ ¼
cos l�1

2
f; l is odd;

sin l
2f; l is even;

(
(17)

and Nf and Nff
are the number of terms of the Fourier expansions for f and ff ; respectively.

As mentioned in Section 2, the constraint relationship Q2 can be constructed from P2: Hence,
the invariant manifold in this 3D region is completely determined (in this approximate form) once
the unknown coefficients, the C’s in expression (15), have been obtained. Note that each small
amplitude segment has its own set of C’s.

In the Galerkin-based procedure, the expansion for P2 is substituted into the governing
differential equations for the invariant manifold, Eqs. (7). A set of nonlinear algebraic equations
governing the unknown coefficients can then be explicitly obtained by requiring that the
projection of the residuals of Eqs. (7) onto each basis function, defined in expansion (15), be equal
to zero. The C coefficients can then be numerically obtained using an iterative technique. The
method selected here is the hybrid Powell’s method, which simplifies the solution procedure in a
manner such that the explicit form of the set of nonlinear algebraic equations in the C’s is not
necessary during the iteration process [17].

For a given set of values for the C’s, the expression of the velocity constraint, Q2; can be
explicitly determined from the relationship

Q2ða;f;ff ;CÞ ¼
X2
j¼1

XNf

l¼1

XNff

m¼1

Cjlm

dTj

da
ðaÞFlðfÞFmðff Þ

�½�2x1ao1 sin
2f� ðA1ða;f;ff ;CÞ þ f 1 cosff Þ sinf=o1�

þ
X2
j¼1

XNf

l¼1

XNff

m¼1

CjlmTjðaÞ
dFl

df
ðfÞFmðff Þ

�½o1 � x1o1 sin 2f� ðA1ða;f;ff ;CÞ þ f 1 cosff Þ cosf=ðao1Þ�

þ
X2
j¼1

XNf

l¼1

XNff

m¼1

CjlmTjðaÞFlðfÞ
dFm

dff

ðff Þof , ð18Þ

which is the algebraic form of one of the differential equations governing the invariant manifold,
namely the first equation in system (7). It should be noted that the nonlinear force, A1; in Eq. (18)
is only dependent on the C’s, since all the nonlinear forces are independent of velocities in system
(8). Otherwise, the relationship for Q2 would be implicit, in which case the velocity constraint, Q2;
would have to be expanded in the same manner as P2; given in expression (15), and the unknown
coefficients for Q2 would need to be solved for simultaneously with the C’s, in an iterative manner.
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Eq. (18) is one of the differential equations governing the invariant manifold. The other partial
differential equation is the second equation in system (7), which is given by

� 2x2o2Q2ða;f;ff ;CÞ � o2
2P2ða;f;ff ;CÞ þ A2ða;f;ff ;CÞ þ f 2 cosff

¼
qQ2

qa
ða;f;ff ;CÞ � 2x1ao1 sin

2f� ðA1ða;f;ff ;CÞ þ f 1 cosff Þ
sinf
o1

� �

þ
qQ2

qf
ða;f;ff ;CÞ o1 � x1o1 sin 2f� ðA1ða;f;ff ;CÞ þ f 1 cosff Þ

cosf
ao1

� �

þ of

qQ2

qff

ða;f;ff ;CÞ. ð19Þ

Once we have a method to determine the derivatives, qQ2=qa; qQ2=qf; and qQ2=qff ; Eq. (19) can
be evaluated numerically.

The derivative along the a direction, qQ2=qa; can be accurately determined using a finite
difference scheme, since the 3D domain given in Eq. (14) can be taken to be arbitrarily small in the
a direction during the discretization. Furthermore, the discrete grid points in a are selected as
Gaussian quadrature points for polynomials. Since piecewise linear functions are used as the basis
functions for a, the highest possible polynomial order is three in Eq. (18). Thus, a three-point
Gaussian quadrature formula is sufficient in the region a 2 ½a0; a1�; considering the inner product
between the residue of Eq. (19) and the basis functions defined in Eq. (15).

The derivatives along the f and ff directions, qQ2=qf and qQ2=qff ; are determined by means
of a 2D fast Fourier transform. At any Gaussian quadrature point a ¼ a; the expression for Q2 is
expanded as

Q2ða
;f;ff Þ ¼

XNf=2

m¼�Nf=2

XNff
=2

n¼�Nff
=2

Dmn e
imf einff , (20)

where i ¼
ffiffiffiffiffiffiffi
�1

p
; and Nf and Nff

are set to be even. The complex Fourier coefficients, Dmn; are
efficiently obtained by taking the fast Fourier transform at the grid points for Q2; which is
evaluated using Eq. (18)

Q2ða
; f̄

I
; f̄

J

f Þ where

f̄
I
¼

Ip
Nf

;

f̄
J

f ¼
Jp

Nff

;

8>>>><
>>>>:

for I ¼ 1 . . . 2Nf; J ¼ 1 . . . 2Nff
.

Note that 2Nf � 2Nff
grid points are used to evaluate the Nf � Nff

complex Fourier coefficients
in Eq. (20), in order to reduce aliasing errors in the Fourier transform. Once the complex Fourier
coefficients, Dmn; are obtained, the determinations of the derivatives, qQ2=qf and qQ2=qff ; are
made trivial by using the inverse Fourier transform, along with the manipulation of the complex
Fourier coefficients.
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The final step is to project the residue of Eq. (19) onto each basis function defined in expansion
(15), shown as Z a1

a0

Z 2p

0

Z 2p

0

½TjðaÞFlðfÞFmðff Þ Resða;f;ff ;CÞ� dfdff da ¼ 0,

for j ¼ 1; 2; l ¼ 1 . . .Nf; m ¼ 1 . . .Nff
, ð21Þ

where Resða;f;ff ;CÞ represents the residue of Eq. (19). The solution for the invariant manifold is
thus obtained by requiring the 2� Nf � Nff

inner products between the residue and the basis
functions to be all zero. Numerical integration for the projections can be efficiently carried out,
since the numerical values of the residue are evaluated only at Gaussian quadrature points. In
practice, we employ the hybrid Powell’s method [17], imbedded in the numerical package NAG, to
search for the solution from the initial guess.

Once the solution for the C’s is obtained, the original system (10) can be reduced to two first-
order ordinary differential equations with time periodic coefficients that govern the master
coordinates, as described in Eqs. (4). As a result, the periodic responses of the original system can
be captured using the reduced-order model.

As a specific example, we set the excitation frequency, of ¼ 1:93 rad=s; and construct the 3D
invariant manifold. The result is depicted in Fig. 2 using four cross-sections corresponding to
equally spaced values of the excitation phase angle, ff : Along the amplitude direction a, the
overall construction domain for the invariant manifold is set as a 2 ½0; 3:0�; which is evenly divided
into 60 segments. For each discretized element (as defined in expression (14) with a0 and a1 as the
lower and upper bounds of the amplitude segment, respectively), the number of Fourier terms in
Eq. (15) are set to Nf ¼ Nff

¼ 16: The initial guess values for the C’s for each discretized segment
are determined as follows: for the first segment, a 2 ½0; 0:05�; the results for the C’s obtained from
the linearized system are good initial values due to the weak effects of nonlinearities in the small
amplitude region. Then, for the subsequent segments, the expansion coefficients obtained from
the proceeding segment are used as initial values, since the increments in a are quite small. Once
the results for all discretized segments are obtained, the expansion coefficients from contiguous
segments are averaged at their interface. As a result, the solution for the invariant manifold is
stitched together to cover the entire domain of interest.

Some interesting properties of the invariant manifold can be seen in Fig. 2. First, the invariant
manifold varies as the phase angle of the excitation force ff changes, and therefore as time
progresses. The time dependence of the manifold can be easily understood since one additional
dimension corresponding to the external excitation, ff ; is included in the definition of the
manifold. The manifold can be thought of as a 2D surface that varies periodically in time, and
Fig. 2 depicts it at four different instants. Moreover, the manifold is not equal to zero as the
amplitude a tends to zero, which is different from what occurs in the free oscillation cases, where
the invariant manifold is tangent to the corresponding linear modal space at the static equilibrium
position [4].

Time responses at the excitation frequency of ¼ 1:93 rad=s can be obtained from the reduced-
order model, Eqs. (4). Results for two different sets of initial conditions are shown in Figs. 3 and
4, along with comparisons of the responses obtained from the original system model, Eq. (10).
With the reduced-order model governing a and f; the time response for aðtÞ and fðtÞ can be
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Fig. 1. A two-de system
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obtained for any initial conditions ðað0Þ;fð0ÞÞ in the construction domain. The responses of the
master and slave coordinates are then reconstructed using the polar transformation definition (3)
and the constraint relationships (5), respectively. For time simulations of the original system,
initial conditions are taken to be those on which the reduced-order model is initiated, that is,
the constraint relations are used to determine the starting conditions for the second mode. As
can be seen in Figs. 3 and 4, the forced response obtained from the reduced-order model
precisely matches the forced response from the original system model. Note that the responses
in Figs. 3 and 4 converge to different steady-state responses, as is typical in such a nonlinear
system.

The variation of the steady-state response amplitude of system (10) in terms of frequency is
shown in Fig. 5 near the first resonance frequency, o1: From the original system model, the
frequency response is obtained by sweeping the excitation frequency, of ; from 1.5 to 2.2 rad/s. At
each excitation frequency, the direct shooting method [18] is used to search for the initial
conditions corresponding to the steady-state response. As a result, multiple steady-state solutions
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are found near the resonance, where one branch of the solutions is unstable. The steady-state
responses can also be obtained using simulations of the reduced-order models, constructed at a
series of discrete excitation frequencies within the frequency range of interest, of 2 ½1:5; 2:2�: At
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Fig. 4. Comparison of the transient forced response of the modal coordinates, Z1ðtÞ and Z2ðtÞ; with initial conditions

að0Þ ¼ 1:5; fð0Þ ¼ 0:0: ——, response obtained from the original system model; - - -, response from the reduced-order

model.
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each sample frequency of ; an invariant manifold-based reduced-order model is constructed
following the Galerkin-based procedure described above. As can be seen in Fig. 5, the frequency
response obtained from the reduced-order models matches the exact results extremely well, and
even the unstable response branch is captured by the reduced-order models. In other words, at
any excitation frequency of ; the dynamics of the original system are captured by the invariant
manifold-based reduced-order model.
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Fig. 5. The amplitude of the steady-state response of the modal coordinates, Z1ðtÞ and Z2ðtÞ; versus the excitation

frequency, of : ——, stable steady-state response obtained from the original system model; - - -, unstable steady-state

response from the original system model; ‘�’, steady-state response from the reduced-order model.
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The steady-state frequency response near the second linear modal frequency, o2; is shown in
Fig. 6. In this case, the master coordinates are chosen as the second linear modal coordinates in
state variable form, ðZ2; _Z2Þ: The corresponding invariant manifolds are constructed by repeating
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frequency, of : ——, steady-state response obtained from the original system model; ‘�’, steady-state response from the

reduced-order model.
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the steps described above. Again, excellent agreement is found between the full model and the
reduced-order model, as shown in Fig. 6.

We now turn to a more substantial example, where the power and utility of the technique are
more fully demonstrated.
4. An Euler–Bernoulli beam with nonlinear spring

The invariant manifold-based model reduction approach, elaborated in Section 3, is applied
here to a more complicated example system, an Euler–Bernoulli beam attached to ground at one
end by a nonlinear torsional spring. As shown in Fig. 7, the beam has the following geometric and
material parameters: length l ¼ 1m; cross-sectional area A ¼ 0:0025m2; second moment of area
of the cross-section I ¼ 5:0� 10�8 m4; mass density r ¼ 7860kg=m3; Young’s modulus E ¼

2� 1011 N=m2; and linear spring stiffness k ¼ 108 N=m: The moment from the nonlinear torsional
spring at x ¼ 0 is given by

gtðtÞ ¼ 5000
qu

qt
ð0; tÞ

� �2
þ 20000

qu

qt
ð0; tÞ

� �3
N,

where uðx; tÞ is the transverse displacement of the beam. The amplitude of the harmonic excitation
at x ¼ l is taken to be f 0 ¼ 3� 106 N:

The equation of motion governing uðx; tÞ is given in weak form asZ t2

t1

Z l

0

ð�rA €udu � EIu;xxdu;xxÞdx � kuðl; tÞduðl; tÞ

�

� gtdu;xð0; tÞ þ Fduðl; tÞ


dt ¼ 0 8t1otot2, ð22Þ

where _ð Þ denotes the partial derivative with respect to time, and ð Þ;x is the partial derivative with
respect to x.

In order to obtain the discretized ordinary differential equations for system (22), the
Rayleigh–Ritz method is applied, wherein the transverse displacement, uðx; tÞ; is expanded as

uðx; tÞ ¼
Xn�2

i¼1

Ū iðxÞaiðtÞ þ cc0ðxÞqc0ðtÞ þ cclðxÞqclðtÞ. (23)
x

z

u(x,t)

k

γt

f cosω  t
0 f

Fig. 7. An Euler–Bernoulli beam with a nonlinear torsional spring, gt; at one end.
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The basis functions in the above expansion are of two kinds: the fixed-interface normal modes,
Ū iðxÞ (that is, the modes of free vibration of the beam clamped at x ¼ 0 and pinned at x ¼ l), and
the static constraint modes, cc0ðxÞ and cclðxÞ; obtained by imposing a unit slope at x ¼ 0 and a
unit deflection at x ¼ l; respectively, as described below. The selection of these basis functions is
motivated by the Craig–Bampton technique, which is commonly used for efficient modal
convergence in linear vibration problems. The fixed-interface normal modes, Ū iðxÞ; are calculated
from the following boundary-value problem:

� rAō2
i Ū iðxÞ þ EI

d4Ū iðxÞ

dx4
¼ 0; for i ¼ 1; . . . ; n � 2,

with boundary conditions Ū ið0Þ ¼ 0;
dŪ i

dx
ð0Þ ¼ 0; Ū iðlÞ ¼ 0;

d2Ū i

dx2
ðlÞ ¼ 0, ð24Þ

where ōi is the ith eigenvalue corresponding to the eigenvector Ū i: Note that the rotation at x ¼ 0
and transverse displacement at x ¼ l are fixed in Eqs. (24). These dof are captured by the static
constraint modes, which are determined by solving the following problems:

EI
d4cc0

dx4
ðxÞ ¼ 0,

cc0ð0Þ ¼ 0;
dcc0

dx
ð0Þ ¼ 1:0; cc0ðlÞ ¼

d2cc0

dx2
ðlÞ ¼ 0. ð25Þ

and

EI
d4ccl

dx4
ðxÞ ¼ 0,

cclð0Þ ¼
dccl

dx
ð0Þ ¼ 0; cclðlÞ ¼ 1:0;

d2ccl

dx2
ðlÞ ¼ 0. ð26Þ

Expansion (23) is substituted into the weak formulation, Eq. (22), resulting in

Z t2

t1

Z l

0

�rA
X

i

Ū i €ai þ cc0 €qc0 þ ccl €qcl

 !"( X
j

Ū jdaj þ cc0dqc0 þ ccldqcl

 !

� EI
X

i

Ū
00

i ai þ c00
c0qc0 þ c00

clqcl

 ! X
j

Ū
00

j daj þ c00
c0dqc0 þ c00

cldqcl

 !#
dx

� kqcldqcl � gtðqc0Þdqc0 þ Fdqcl

)
dt ¼ 0; 8t1otot2, ð27Þ

where ð Þ
0 denotes dð Þ=dx: Eq. (28) can be written in matrix form as

I Maq

MT
aq Mqq

" #
€a

€q

( )
þ

L 0

0 Kqq

" #
a

q

( )
¼

0

F

� 
, (28)
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where I is the identity matrix, L is a diagonal matrix with elements li ¼ ō2
i ; the vectors a ¼

½a1; a2; . . . ; an�2�
T and q ¼ ½qc0; qcl�

T contain the amplitudes of the basis functions in the expansion
of Eq. (23), and F ¼ ½�gt; f 0 cosof t�T is the forcing vector.

Linear modal analysis can be applied to the linear homogeneous part of Eq. (28), i.e., by setting
F ¼ 0; as follows:

�o2
i

I Maq

MT
aq Mqq

" #
þ

L 0

0 Kqq

" #( )
fi ¼ 0. (29)

For the ith linear mode, the frequency and mode shape are denoted as oi and fi; respectively.
The coordinate transformation to modal coordinates is defined as X ¼ Fg where
X ¼ ½aT qT�T;F is the matrix of eigenvectors fi; and Z is the n-dimensional modal
coordinate vector. Consequently, system (28) is transformed to the standard form (given in
Eq. (1)):

€Zi þ 2xioi _Zi þ o2
i Zi ¼ AiðZjÞ þ f i cosof t; i; j ¼ 1; . . . ; n, (30)

where proportional damping effects have been added with linear modal damping ratios
of xi ¼ 0:03:

By changing the number of the fixed-interface normal modes used in expansion (23),
the convergence of the response near the first linear modal frequency, o1 ¼ 222:43 rad=s; is
checked for system (30). It is found that a 12-dof model is needed to accurately capture the first
primary resonance, including ten fixed-interface modes along with the two static constraint
modes.

A single pair of state variables, ðZ1; y1Þ; where y1 ¼ _Z1; in system (30), along with the forcing
phase, ff ; are chosen as the master coordinates in the construction procedure for the reduced-
order model near the first primary resonance. After employing the polar coordinate
transformation for the master mode, ðZ1; y1Þ ! ða;fÞ; the remaining slave coordinates are
constrained as

Zi ¼ Piða;f;ff Þ; yi ¼ _Zi ¼ Qiða;f;ff Þ; i ¼ 2; . . . ; 12,

where ff ¼ of t: The governing partial differential equations for the constraint relationships, Eqs.
(7), are solved numerically using the Galerkin-based procedures described in Sections 2 and 3. In
order to construct the invariant manifold at each excitation frequency near the resonance, the
amplitude region a 2 ½0; 3:0� was evenly divided into 60 segments. For each discretized segment,
the number of terms for the Fourier expansions were taken to be Nf ¼ Nff

¼ 8: From the
constructed invariant manifold, the reduced-order model is obtained at each excitation frequency,
as shown in Eqs. (4).

The steady-state response of master coordinate Z1 is shown in Fig. 8. As can be seen,
both the stable branches and the unstable branch of the response are accurately captured
by the simulation based on the reduced-order model. Note that at the excitation
frequency of ¼ 242 rad=s; the amplitude of Z1 reaches its peak at 1.0, which is physically
equivalent to a 0:3m displacement near the middle point of the 1m long beam. While at such a
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large amplitude, the assumptions for an Euler–Bernoulli beam are violated, the example clearly
demonstrates the capability of accurately capturing the forced response over a strongly nonlinear
amplitude range.

The transient response at the excitation frequency, of ¼ 242 rad=s; is also shown in Figs. 9 and
10 for two different initial conditions. As can be seen, the response from the reduced-order model
matches very closely that from the original system for a range of initial conditions. This
demonstrates that the dynamics near the primary resonance can be very accurately captured by
the invariant manifold approach. Similar results can be obtained for other resonances, by
choosing master modes accordingly.
5. Conclusions

Based on the results obtained from the basic theoretical development, and its application to the
mass–spring system studied in Section 3 and the beam system examined in Section 4, the following
conclusions are drawn: (1) With the additional phase variable representing the external harmonic
excitation, the invariant manifold approach developed for free oscillations can be extended to
nonlinear vibration systems subjected to harmonic excitation. (2) Once the invariant manifold is
constructed, the corresponding reduced-order model can be obtained to capture the forced
dynamics of the original system. (3) The invariant manifold can be constructed numerically using
a Galerkin-based technique that employs piecewise linear amplitude functions and Fourier series
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for the phase variables. Using fast Fourier transforms, the solution procedure is quite efficient. (4)
The domain in which the invariant manifold is defined can be taken out to large amplitudes, and is
discretized into small amplitude segments. Consequently, this methodology can be applied to
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systems with complex nonlinearities, such as systems with non-smooth restoring forces, general
types of damping, etc. (5) The present method works for any type of harmonic excitation, external
and/or parametric. Furthermore, the approach can be extended to include any type of excitation
that can be modeled by a finite-state auxiliary dynamic system.
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